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Abstract: Machine learning is an important method to realize artificial intelligence. The random 
forest algorithm, which is known for its simplicity and efficiency, is one of the representative 
algorithms of machine learning. It is a decision tree-based classifier, which selects the best 
classification tree as the classification algorithm of the final classifier by voting. Currently, it is in 
news classification, intrusion detection, content information filtering, sentiment analysis, there are a 
wide range of applications in the field of image processing. This paper will mainly introduce the 
decision tree, the construction process of random forests, and the research status of random forests 
in terms of performance improvement and performance indicators. 

1. Introduction 
Almost all data analysis problems in life can be divided into regression and classification 

problems. The main difference between the two types of problems is whether the predicted data is 
discrete [20]. If there are only two types of results predicted, such as predicting whether the lottery 
you bought will win, then the result is discrete and belongs to the classification problem; if the future 
stock market changes are predicted, then the result is continuity. It belongs to the issue of return. In 
real life, we often discretize the continuous values, so the regression problem becomes a 
classification problem. Therefore, this paper takes the classification algorithm as the main research 
object. The classification algorithm can be divided into a single classifier algorithm and a 
multi-classifier algorithm according to the number of classifiers. The traditional single classifier 
algorithm has decision tree, Naive Bayes [6], etc. Their computational complexity is not high and 
easy to use. It can process data with irrelevant features and easily construct rules that are easy to 
understand, but deal with them. Over-fitting is easy to occur in the process, and it is difficult to deal 
with missing data. The correlation between attributes in the data set is neglected in the process [12]. 
Later, people put forward the idea of integrated learning, which is to combine multiple individual 
classifiers into a new classification model, and finally form the current random forest algorithm. 

2. Decision Tree Algorithm 
Random forests are essentially composed of multiple decision trees, which are the basic classifiers 

that make up random forests [23]. Common decision tree algorithms include ID3, C4.5, CART 
(Classification and Regression Tree), etc. [4]. As one of the earliest decision tree algorithms, the ID3 
algorithm constructs a decision tree by selecting the attribute with the largest information gain and 
the critical value for node splitting. It can only support discrete data processing, and the training 
model is prone to over-fitting phenomenon [11]. The C4.5 algorithm is an improvement of the ID3 
algorithm. In order to prevent the over-fitting phenomenon, it introduces the pruning step on the 
basis of ID3. The implementation process is to specify a threshold, and the number of samples is 
smaller than the given threshold. The collection is seen as a leaf node, which does reduce the 
over-fitting phenomenon, but the threshold selection needs to rely on experience and lack the 
necessary theoretical support [34]. The CART algorithm [22] performs two-way recursive 
segmentation on the training samples according to the Gini impurity minimum criterion, and divides 
the current sample set into two sub-sample sets, so that each non-leaf node of the generated decision 
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tree has two branches, forming a binary tree. Formal decision tree classifier. It is worth noting that 
the CART tree is a binary tree, and ID3 and C4.5 can be multi-fork trees. With the training sample 
set S, the Gini impurity of the training sample set S is defined as: 

 Gini(S) = 1 −∑ 𝑃𝑃𝑖𝑖2𝑛𝑛
𝑖𝑖=1  (1) 

 
Where: Pi is the probability that category i appears in the training sample set S. Since the node of 

the binary tree divides the sample space into two subsets S1 and S2, the Gini impurity of the node is: 
 
 Gini(S1, 𝑆𝑆2) = |𝑁𝑁1|

|𝑁𝑁|
Gini(S1) + |𝑁𝑁2|

|𝑁𝑁|
Gini(S2) (2) 

 
Where: N is the number of samples in the training sample set S, and N1 and N2 are the number of 

samples in the subsets S1 and S2, respectively. CART selects the attribute with the smallest Gini as 
the split attribute of the node. The smaller the Gini value, the higher the purity of the sample and the 
better the partitioning effect. The decision tree generation process is shown in Figure 1. 

 
Fig. 1 Decision tree algorithm generation flow chart 

3. Random Forest Algorithm 
Random forest is an integrated learning model proposed by Breiman with decision tree as the 

basic classifier. It uses the bootstrap technique to get multiple subsets of samples, constructs a 
decision tree using each subset of samples, and combines multiple decision trees into a random forest. 
When the sample to be classified is input, the final classification result is determined by the decision 
tree vote [8][16]. The training process of the random forest is shown in Figure 2. 

 
Fig. 2 Random forest training flow chart 
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The specific algorithm steps of the random forest are as follows: 
(1) The number of samples in the given original training set is N, and the number of feature 

attributes is M. The bootstrap sampling technique is used to extract N samples from the original 
training set to form a training subset. 

(2) randomly select m features from the M feature attributes as candidate features (m ≤ M), and 
select the optimal attributes for splitting according to certain rules (Gini index, information gain rate, 
etc.) in each node of the decision tree. Until all the training examples of the node belong to the same 
class, the process is completely split without pruning. 

(3) Repeat the above two steps k times to construct a k-decision tree to generate a random forest. 
(4) Using random forest for decision making, let x be the test sample, hi for a single decision tree, 

Y for the output variable ie classification label, I for the indicator function, H for the random forest 
model, and the decision formula: 

 
 H(x) = arg

y
max ∑ 𝐼𝐼(ℎ𝑖𝑖(𝑥𝑥) = 𝑌𝑌)𝑘𝑘

𝑖𝑖=1  (3) 

That is, the classification result of each test tree for the test sample is summarized, and the class 
with the largest number of votes is the final classification result. 

In addition, some random forest promotion algorithms have appeared, and their pairs with the 
random forest algorithm are shown in Table 1. 

Table 1. Random forest promotion algorithm 

Algorithm name Different from random forest 

RandomSurvivalForest(RSF)[24] 
The tree-building rule is similar to RF. Each decision tree in the RSF is a 

two-class survival tree to process survival data. It is superior to other 
survival analysis methods for high-dimensional survival data. 

Extratrees[25] 
A variant of RF, the difference from RF: generally does not use self-help 

sampling, each decision tree uses the original training set, and only 
randomly selects a sample feature to divide the decision tree. 

IsolationFores(IForest)[26] 

Using RF-like methods to test outliers, the difference with RF: the 
self-assisted sampling is used to sample the training set, but the number of 
samples is not the same as RF (equal to the number of training sets), but 
much smaller than the training set. For each decision tree, a partitioning 
feature is randomly selected, and a partitioning threshold is randomly 

selected for the partitioning features. 

4. Performance Improvement of Random Forest Algorithm 
4.1 Parameter Optimization 

For the same data set, different node splitting algorithms are selected, and different decision trees 
are obtained because the selected attributes are different. It is concluded that the classification 
accuracy of random forests will be different. Therefore, it is proposed to select the optimal when 
generating decision trees. The attributes of the nodes are split, that is, the node splitting algorithm is 
linearly combined to form a new splitting rule, which is applied to the selection and partitioning of 
node attributes. The optimized node splitting mainly has two methods: parameter adaptive [6] and 
hyperparameter optimization [25]. These two methods are described in detail below. 
4.1.1 Parameter Adaptation 

Literature [6] proposes to combine the contents of Table 1, the node splitting criterion should aim 
at the higher purity of the divided data set, and update the splitting formula of the combined node as: 
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 H = min
α β ∈（ ， ）R

𝐹𝐹{𝐷𝐷, 𝑎𝑎} = 𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼(𝐷𝐷,𝑎𝑎) − 𝛽𝛽𝛽𝛽𝛽𝛽𝛽𝛽𝛽𝛽(𝐷𝐷, 𝑎𝑎) (4) 

 s. t. � 𝛼𝛼 + 𝛽𝛽 = 1
0 ≤ 𝛼𝛼,𝛽𝛽 ≤ 1  (5) 

Among them, the parameters α, β represent the coefficients of the two algorithms in H(x), and the 
H value is the smallest, that is, both ID3 and CART are optimal as the node division criterion to 
improve the classification effect. 

Table 2. Node splitting algorithm comparison 

algorithm Node splitting criterion Standard indicator 

ID3 
Maximum information 

gain 
Purity of the sample in the data set divided 

CART 
The Gini index is the 

smallest 
Randomly pumping two samples from the data set with different 

probabilities 

Since the characteristics of data in different data sets are different, the parameter selection in the 
random forest algorithm is also difficult to fix. Therefore, the adaptive parameter selection process is 
used to obtain the optimal combination parameters. For the parameters, the constraints in the above 
formula should be satisfied. 
4.1.2 Hyperparametric Optimization 

Hyperparametric optimization of random forests generally uses grid search and random search 
[25]. Grid search refers to meshing variable regions, traversing all grid points, solving the objective 
function values that satisfy the constraint function, and finally selecting the most advantage. Grid 
Search First, divide the grid with large steps in a large range, and perform rough search to select the 
best advantage. Then, using the small step size to divide the grid near the most advantageous, the 
mesh division is denser, and the search again selects the best advantage. Repeat the above steps until 
the grid spacing or objective function change is less than the given value. 

Unlike the grid search, the random search extracts a random combination of parameters from the 
sampling distribution, and the calculation amount is large. Although the grid method on random 
forest hyperparameter selection is currently the most widely used parameter optimization method, 
the random search algorithm can choose a budget that is independent of the number of parameters 
and possible values, and adding parameters that do not affect performance does not reduce 
efficiency. , so the random search algorithm also has its merits. 

4.2 Change Voting Weight 

 
Fig. 3 Weighted random forest classification process 

In [25], the decision tree of random forests is used to adjust the voting weights of different feature 
categories. The decision tree with strong classification ability is given high weight, and the decision 
tree with weak classification ability is given low weight, and finally combined by weighted voting. 
Use the maximum voting criteria to obtain classification results. The commonly used weight 
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adjustment algorithm consists of Adaboost [6], decision tree [25], weight matrix [40] and so on. 
Figure 4 is a technical roadmap for weighting improved random forests 

 
Fig. 4 Weighting algorithm flow chart 

4.3 Add Penalty Factor 
Based on the random forest algorithm, Xue Minglong et al. introduced a penalty factor and 

proposed a PRF (Penalized Random Forum) algorithm [23] to introduce a penalty factor to classify 
and identify user activities in a smart environment. This algorithm greatly reduces the probability 
that the same attribute will be repeatedly selected. In the decision tree model, the splitting attribute 
used by the node with lower depth has more influence on the structural change of the whole decision 
tree model, and the attribute used by the node with lower depth can obtain higher penalty degree (its 
weight wi Lower), so setting a higher penalty can reduce the probability of its occurrence in the next 
iteration. This method guarantees the diversity of the integrated algorithm. After the experiment, the 
final confirmation can improve the credibility of the classification result. 

5. Random Forest Algorithm Performance Index 
5.1 Classification Accuracy 

The accuracy of the classifier is an important evaluation indicator for evaluating the classification 
performance of the model. Accuracy is often the use of classifiers to measure the classification 
accuracy of test data, which can estimate the ability of a given classifier to correctly classify data. 
The performance of the classifier is usually measured by the F1 value, the receiver operating 
characteristic ROC [10] (Receiver Operating Characteristic) curve or the area under the curve AUC 
[11] (Area Under the Curve). The ROC curve is mainly used as a performance evaluation indicator 
for the binary classification model to illustrate the relationship between the classifier hit rate and the 
false positive rate. For a second type of problem where the data is divided into positive and negative 
cases, one prediction may produce four different results, as shown in Table 3. 

Table 3. Binary classification confusion matrix 

Forecast category 
Actual category 

Positive Negative 

Positive TruePositive FalseNegative 

Negative FalseNegative FalsePositive 

True Positive (TP) and True Negative (TN) are correct classifications. The false positive (False 
Positive, FP) occurs when the negative case is predicted to be a positive case, and the false negative 
case (False Negative, FN) occurs when the positive case is predicted to be negative. Define the true 
rate (True Positive Rate, TPR) as the number of TP divided by the total number of positive cases, 
and the negative positive rate (False Positive Rate, FPR) is the number of FP divided by the total 
number of negative cases: 
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 TPR = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

× 100% (6) 
 
 FPR = 𝐹𝐹𝐹𝐹

𝐹𝐹𝐹𝐹+𝑇𝑇𝑇𝑇
× 100% (7) 

A typical ROC curve is a graph in which the vertical axis represents the true rate and the 
horizontal axis represents the false positive rate. In order to summarize the ROC curve into a single 
metric, AUC can be used. The value of AUC is the area under the ROC curve, and the value range is 
generally between 0.5 and 1. The larger the AUC, the better the model distinguishing ability. AUC 
metrics are usually applied to binary classification problems. If multivariate classification problems 
need to be extended, the literature [6] adopts the “1 vs other” method to evaluate multi-class model 
performance, namely: 

 𝐴𝐴𝐴𝐴𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = 1
𝐾𝐾

.∑ 𝐴𝐴𝐴𝐴𝐴𝐴(𝐶𝐶𝑖𝑖 ,𝐶𝐶𝑖𝑖′)𝑘𝑘
𝑖𝑖=1  (8) 

Where K is the number of categories, Ci is the i-th class, and Ci' is a class consisting of other 
classes except Ci, so that a binary AUC can be obtained. K-class classification yields K AUCs, 
taking the mean as the final AUC value of the model. The AUC indicator is used to evaluate the 
classification accuracy of a single decision tree, and the decision tree is sorted according to the value, 
and a part of the tree with a lower AUC value is discarded, and a tree with a higher precision is 
reserved to form a sub-forest. 

5.2 Diversity 
Existing theoretical and experimental studies can prove that a random forest model composed of 

multiple decision trees is more generalized than a single decision tree, and independent, 
complementary and relatively accurate decision trees. The random forest obtained by integration is 
superior to the best performance decision tree in generalization performance. There are currently no 
uniform evaluation criteria for classifier diversity metrics, and most of the diversity metrics used in 
the study are Kappa statistic [43]. 

Kappa statistic can measure the classification accuracy, and can also be used to judge whether 
different models or analysis methods are consistent in the prediction results. The calculation of 
Kappa statistic is also based on the confusion matrix, and its calculation formula is: 

 K = 𝑃𝑃𝑟𝑟(𝑎𝑎)−𝑃𝑃𝑟𝑟(𝑒𝑒)
1−𝑃𝑃𝑟𝑟(𝑒𝑒)

= 1 − 1−𝑃𝑃𝑟𝑟(𝑎𝑎)
1−𝑃𝑃𝑟𝑟(𝑒𝑒)

 (9) 
Among them, Pr(a) represents the actual consistency of the two classifiers, and Pr(e) represents 

the theoretical consistency of the two classifiers, which are defined as follows: L represents the 
number of categories of the test set, and m represents all samples of the test set. The number, Cij, 
represents the number of samples in the prediction result that are marked as class i by the first 
classifier and as class j by the second classifier. 

 𝑃𝑃𝑟𝑟(𝑎𝑎) = ∑ 𝐶𝐶𝑖𝑖𝑖𝑖𝐿𝐿
𝑖𝑖=1
𝑚𝑚

 (10) 

 𝑃𝑃𝑟𝑟(𝑒𝑒) = ∑ �∑ 𝐶𝐶𝑖𝑖𝑖𝑖
𝑚𝑚

𝐿𝐿
𝑗𝑗=1 × ∑ 𝐶𝐶𝑗𝑗𝑗𝑗

𝑚𝑚
𝐿𝐿
𝑗𝑗=1 �𝐿𝐿

𝑖𝑖=1  (11) 
The Kappa value ranges from -1 to +1, and the higher the value, the stronger the consistency. K=1 

means that the two classifiers have the same prediction for the same sample, K=0 means that the 
consistency is the same as the accidental expectation. When K<0, the consistency is weaker than 
expected, but this is rarely seen. Kind of situation. Clustering is often used when data is not labeled, 
but has similar similarities. It divides the data according to a similarity measure. Each data sample 
belongs to a cluster, which is equivalent to the unsupervised form of the classification model. If the 
clustering algorithm is used to cluster the decision tree clusters, the similar trees are clustered into a 
cluster, and then the representative trees are selected from each cluster to form a sub-forest. In order 
to better represent the distance between classifiers, the normalized Kappa statistic as a cluster 
distance measure can be expressed by Equation 10 [13]. Among them, the closer K* is to 0, the more 
similar the classifier is. 

 𝐾𝐾∗ = 0.5 × (1 − 𝐾𝐾)    (12) 
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6. Summary 
The random forest algorithm is a representative algorithm in the decision-making algorithm. In 

the current situation of artificial intelligence big data, more and more scholars of machine learning 
algorithms are sought after, and random forest algorithms are widely used by people. Therefore, this 
paper summarizes the random forest construction process, related algorithm optimization and 
algorithm performance indicators. However, as a widely used algorithm, it is worthy of further study 
on how to improve the classification accuracy and how to deal with complex data sets. 
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